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ABSTRACT: Translocation of carbohydrate polymers through
protein tunnels and clefts is a ubiquitous biochemical
phenomenon in proteins such as polysaccharide synthases,
glycoside hydrolases, and carbohydrate-binding modules.
Although static snapshots of carbohydrate polymer binding in
proteins have long been studied via crystallography and
spectroscopy, the molecular details of polysaccharide chain
processivity have not been elucidated. Here, we employ
simulation to examine how a cellulose chain translocates by a
disaccharide unit during the processive cycle of a glycoside
hydrolase family 7 cellobiohydrolase. Our results demonstrate
that these biologically and industrially important enzymes
employ a two-step mechanism for chain threading to form a
Michaelis complex and that the free energy barrier to chain threading is significantly lower than the hydrolysis barrier. Taken with
previous studies, our findings suggest that the rate-limiting step in enzymatic cellulose degradation is the glycosylation reaction,
not chain processivity. Based on the simulations, we find that strong electrostatic interactions with polar residues that are
conserved in GH7 cellobiohydrolases, but not in GH7 endoglucanases, at the leading glucosyl ring provide the thermodynamic
driving force for polysaccharide chain translocation. Also, we consider the role of aromatic−carbohydrate interactions, which are
widespread in carbohydrate-active enzymes and have long been associated with processivity. Our analysis suggests that the
primary role for these aromatic residues is to provide tunnel shape and guide the carbohydrate chain to the active site. More
broadly, this work elucidates the role of common protein motifs found in carbohydrate-active enzymes that synthesize or
depolymerize polysaccharides by chain translocation mechanisms coupled to catalysis.

■ INTRODUCTION

Polysaccharides serve myriad functions in cell biology, and their
formation has been proposed to be a prerequisite for the
evolution of life.1 Concomitant to the complexity and diversity
of carbohydrates, a massive battery of enzymes is required for
their synthesis, modification, and depolymerization.2 During
both polysaccharide synthesis and depolymerization, carbohy-
drate polymers are threaded through tunnels and clefts in
proteins. These carbohydrate−protein interaction sites are
commonly rich in aromatic and polar residues that interact with
the carbohydrate ligands.3,4 For example, the recently solved
structure of the bacterial cellulose synthase revealed a large,
multidomain protein complex wherein a glycosyltransferase
links β-glucose to the growing end of a cellulose chain, which is
subsequently threaded through a long transmembrane domain
to an extracellular protein complex with multiple carbohydrate
recognition motifs.5 Additionally, many families of carbohy-
drate-binding modules (CBMs), which serve a wide range of

carbohydrate recognition functions, exhibit clefts for binding
and threading carbohydrate chains.6 Similarly, cellulose, chitin,
and other structural polysaccharides are depolymerized in
nature by processive glycoside hydrolases (GHs) that thread a
single polymer chain through an enzyme tunnel for
hydrolysis.7−10 Crystal structures solved in all of these cases
demonstrate that a common set of carbohydrate−protein
binding motifs are employed in nature, suggesting that
recognition of polysaccharide chains is likely mediated by a
similar mechanism across a broad spectrum of proteins.
However, despite the wealth of structures solved to date, the
molecular-level steps involved in polysaccharide translocation
have not yet been revealed.
Cellobiohydrolases (CBHs) processively cleave cellobiose

from cellulose chains and constitute excellent model systems to
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study polysaccharide translocation in proteins. Trichoderma
reesei (Hypocrea jecorina) Cel7A (TrCel7A) from glycoside
hydrolase family 7 (GH7) is an exceptionally well-characterized
CBH.7,11−16 Biomass-degrading fungi2 commonly use GH7
enzymes for cellulose depolymerization, and given their high
activity toward cellulose, they are also commonly employed in
industrial biofuels applications.10,17 The structure of TrCel7A
was first reported in 1994,11 and multiple ligand-bound
structures were published in 1998.7 The latter study revealed
at least 9 binding sites from the tunnel entrance at the −7
subsite to the +2 subsite (Figure 1). Catalysis takes place
between the −1 and +1 subsite.

TrCel7A depolymerizes cellulose via a processive mechanism
wherein a single polymer chain of cellulose binds to the enzyme
from the reducing end, which is threaded into the
approximately 50 Å enzyme tunnel (Figure 1).7 Processive
motion of this enzyme on the cellulose surface has been
observed directly using high-speed atomic force microscopy
(HS-AFM),9,18,19 which revealed a velocity of approximately
3−7 nm/s, but the rate-limiting step in the processive cycle was
not directly elucidated from these measurements. More
recently, new crystal structures of TrCel7A were presented
wherein an entire cellononaose chain was bound to a
catalytically inactive mutant and another structure that revealed
the nature of the glycosyl-enzyme intermediate.16 Transition
path sampling simulations were also employed in the same
study, which showed that glycosylation is the rate-limiting step

of the hydrolytic reaction and that the reaction rate constant is
approximately 11 s−1.16 This study did not consider
processivity, however, thus further work is necessary to
understand these results in the greater context of the CBH
processive cycle.
It has recently been proposed20 that the processive cycle of

GH7 CBHs involves the following elementary steps (illustrated
in Figure 2). Subsequent to initial chain loading (or product
expulsion), the product sites (+1/+2) are vacant. A cellulose
chain is then processed across the active site in a noncatalyti-
cally active configuration, wherein the anomeric carbon reaction
center is far from the nucleophile (∼7 Å) and all glucose
residues are in the stable chair configuration. Catalytic
activation follows, which involves a twisting of the cellulose
chain toward the active site and a distortion of the −1 sugar
ring (into an “envelope” or “half-chair”), which primes the
glycosidic bond for catalysis.21,22 Within the processive cycle,
hydrolysis and product expulsion follow, and the processive
cycle repeats. Experimentally, TrCel7A may repeat this
processive cycle 10−60 times before disassociating,15,23−26

though this value is dependent both on the substrate, the
presence of endoglucanases (EGs), and the method of
calculating processivity. Molecular simulation has provided
insight into some of these individual steps, including the initial
threading of a cellulose chain (advancing from site −7 to
−5),27,28 the relationship between oligosaccharide binding free
energy and processivity,29 pyranose ring distortion,21 hydrol-
ysis,16,30 and product expulsion.31,32 Docking studies have also
rationalized the forward processive motion of CBHs on the
basis of a net force imparted by the enzyme in the direction of
motion.33,34

Here, we employ molecular dynamics (MD) simulations and
free energy calculations in TrCel7A with the aim of elucidating
the carbohydrate−protein interactions that drive polysaccharide
translocation in enzymes. We compute free energy barriers for
both the “processive motion” chain threading and the “catalytic
activation” steps that bridge the product expulsion and
hydrolysis steps. Comparison with past work on the other
elementary steps allows for determination of the rate-limiting
step in the processive cycle. More broadly, this work may serve
as a roadmap for discovery of the molecular underpinnings of
polysaccharide translocation in a broad array of proteins that
synthesize, modify, bind, and deconstruct natural polymers.

■ METHODS
Simulation Setup. We aimed to elucidate the discrete processive

steps shown in Figure 2 by computing free energy surfaces for
processive motion and catalytic activation. To obtain equilibrated

Figure 1. TrCel7A catalytic domain (CD) acting at the crystalline
cellulose surface. TrCel7A CD is shown in gray with N-glycosylation
in blue. The cellulose surface is shown in green and red “sticks”. The
catalytic residues are shown in yellow and red sticks in between the −1
and +1 subsites.

Figure 2. TrCel7A processive cycle. Structural and computational evidence indicates that the processive cycle proceeds from the Pre-Slide mode
(following either the initial chain loading or product expulsion) to Slide mode by advancing by one cellobiose unit and then to the Michaelis
complex via a chain twist and −1 sugar distortion.20 Hydrolysis and product expulsion complete the processive cycle. Each configuration shown is
the product of a 500 ns MD simulation. The catalytic residues (Glu212, Asp214, and Glu217) are shown in yellow and red sticks for reference.
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input structures in each basin, we first ran unrestrained MD
simulations of the three structures depicted in Figure 2 of 500 ns
duration. These provide insight into the dynamics at these key stages
of the processive cycle and inputs for umbrella sampling (US)
simulations to compute potentials of mean force (PMF). Briefly, the
starting point for Pre-Slide mode comes from the product of a path
sampling simulation for the second catalytic step, deglycosylation,16

from which the cellobiose product has been removed (the starting
structure for the path sampling study was the theoretical model of the
Michaelis complex, PDB code 8CEL).7 The Slide mode configuration
features the TrCel7A crystal structure with two cellotetraose molecules
in a noncatalytically active state (PDB code 5CEL)7 with an additional
glucose monomer modeled into the vacant −3 site and bonded to the
adjacent glucose units (Figure S1a). The Michaelis complex starting
point is the recently reported crystal structure (PDB code 4C4C).16

The protein and substrate are solvated in an equilibrated, cubic box
∼80 × 80 × 80 Å3 of TIP3P35,36 water molecules. The CHARM force
field with CMAP correction was used to describe the enzymes,37−39

and the CHARMM C35 force field described the carbohydrates.40−42

Overall charge neutrality is achieved by adding Na+ ions to solution.
The total system size is on the order of 50 000 atoms. All unrestrained
MD simulations are performed in the isothermal−isobaric ensemble
(NpT) at 300 K and 1.0 bar in the molecular simulation program
NAMD.43 Further simulation details are given in the SI.

Umbrella Sampling. We perform US along RMSD-based
coordinates utilizing the Amber12 utility “targeted MD”.44 For the
first step in Figure 2 (“processive motion”), we utilize the RMSD of
the ring atoms and glycosidic oxygen molecules of the product side
cellobiose unit (those that fill the +1/+2 sites in Slide mode) between
Slide and Pre-Slide mode. The input configurations for these US
windows come from “pulling” the cellononaose chain (via the
coordinate just described) from Slide mode to Pre-Slide mode with
all of the protein heavy atoms highly restrained (both the starting and
target structures have been equilibrated for 500 ns with unrestrained
MD). For the “catalytic activation” PMF, the coordinate is the RMSD
of the ring atoms of the −1 glucosyl residue between the Michaelis

Figure 3. Details of processive motion. (a) The PMF for the first processive step (“processive motion” in Figure 2) reveals two barriers of
comparable height, each about 4 kcal/mol, and an overall stabilization of about 8 kcal/mol. (b) The end point of the processive motion (i.e., “Slide
mode”) is stabilized by strong hydrogen bonds between the leading glucosyl ring and Asp259 and Arg394 (shown in cyan and red sticks). (c) Pre-
Slide mode occurs immediately after initial chain threading and also after the cellobiose product is expelled within the processive cycle. (d) A
snapshot of a molecular configuration midway between Pre-Slide mode and Slide mode, representative of the intermediate state seen in the PMF. (e)
Slide mode is the result of advancing a full cellobiose unit from Pre-Slide mode. (f) The number of hydrogen bonds formed per glucosyl unit is
highest for the leading two glucosyl residues, those that fill the product sites in Slide mode. (g) The leading glucosyl residue forms a
disproportionately high number of hydrogen bonds with the enzyme, and these can be almost entirely accounted for by Asp259 and Arg394. In (c−
e), catalytic residues (Glu212, Asp214, and Glu217) are shown in yellow and red sticks.
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complex and Slide mode. The input configurations for these US
windows come from taking selected configurations from an unre-
strained MD simulation of the Michaelis complex (PDB code 4C4C)
that spontaneously transitioned to Slide mode.
The PMF for processive motion was constructed from the final 10

ns of 40 ns in each of 53 overlapping US windows. The PMF for
catalytic activation was constructed from the final 10 ns of 34 ns in
each of 20 US windows.

■ RESULTS

Processive Motion. The processive motion PMF shown in
Figure 3a reveals two barriers of approximately 4 kcal/mol
between the Pre-Slide and Slide modes. This movement brings
two glucosyl units from solution into the binding tunnel, thus
filling the product binding sites (+1/+2), giving a significant
stabilization of 8.1 kcal/mol.
The Slide mode configurations from the 500 ns MD

simulation, processive motion US (RMSD1 ∼12.5 Å in Figure
3a), and catalytic activation US (RMSD2 ∼0.5 Å in Figure 4a)
are all consistent (Figure S1b). In addition, these configurations
agree with the ligand position in the −7 to −4 subsites from the
crystal structure (PDB code 5CEL).7 The ligand in subsites −2
to +2 is shifted about 1.3 Å toward the tunnel exit due to filling
of the −3 subsite, which the crystal structure lacks (Figure S1a).

Further analysis of the US simulations reveals molecular
details of the carbohydrate−protein interactions that drive
processive motion for TrCel7A and may be relevant for
processive enzymes of wide-ranging functions. This analysis
points to the particularly strong binding of the carbohydrate
chain in the product sites as the “driving force” for cellulose
chain processivity (Figures 3b, 3f, and S2). Structural,7,15,45

mutational,15 and computational29,31,34 studies have noted the
interactions between polar side chains and the product site
glucosyl residues in GH7 CBHs. Consistent with this, we find
the number of hydrogen-bond interactions with the protein per
glucosyl ring is much higher for the leading two rings than
either for the middle five rings or the trailing two rings (Figure
3f; also see Figure S3a−c for hydrogen bonding with water and
with adjacent glucosyl rings). The leading glucosyl ring, in
particular, has a disproportionate number of hydrogen bonds
with the enzyme (Figure 3g), which can be almost entirely
accounted for by Arg394 and Asp259 in Slide mode (Figure
3b,g).
Structural evidence has shown that TrCel7A Arg394 forms

bidentate hydrogen bonds to the +2 O6 and O1 hydroxyl
groups,7,12 allowing for the recognition of the incoming
reducing end of the substrate.7 In these structures, however,
the distance from Arg394 to the +2 O6 hydroxyl is only very

Figure 4. Details of catalytic activation. (a) The PMF for the second processive step (“catalytic activation” in Figure 2) reveals a slightly smaller
barrier than that for processive motion and essentially equal stability in Slide mode and the Michaelis complex. (b) The Cremer−Pople parameters
detailing the −1 ring puckering progression are shown for a selection of US windows. The “glycosylation reactant” is from a 1 ns simulation of the
Michaelis complex from the TrCel7A path sampling study by Knott et al.16 The “Michaelis structure” represents the TrCel7A Michaelis complex
crystal structure (PDB code 4C4C),16 and the “Slide mode structure” represents PDB code 5CEL.7 (c) The −1 sugar ring is stabilized in Slide mode
by a hydrogen bond between the nucleophile Glu212 and the methoxy group from the −1 sugar ring as well as two intracellulose bonds that are
completely lost in the Michaelis complex. (d) Midway between Slide mode and the Michaelis complex, the −1 sugar ring is intermediate between
4C1 and

4H5 (see (b)), and many of the stabilizing interactions seen in Slide mode and the Michaelis complex are absent. (e) The Michaelis complex
is stabilized by hydrogen bonds between the −1 sugar and catalytic acid/base Glu217, catalytic nucleophile Glu212, and Asp173. Glu217 and Asp173
have been omitted from panels (c) and (d) for clarity. In (c−e), catalytic residues (Glu212 and Glu217) are shown in yellow and red sticks, and
Asp173 is shown in (e) in cyan and red sticks.
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slightly shorter than the distance to the O5 ring oxygen (an
observation that was noted for the equivalent residue Arg391 in
PcCel7D structures with various disaccharides).45 Long-lived
hydrogen bonds between Arg394 and the O5 and O1 atoms in
the +2 site are formed in our simulations (Figure 3b,g).
The importance of Asp259 in product binding has been

previously noted for TrCel7A structures complexed with the
inhibitor IBTC11 and with the natural product cellobiose12 and
for PcCel7D in complex with various disaccharides.45 The
backbone oxygen from TrCel7A Asp259 hydrogen bonds with
the O2 hydroxyl of the +1 sugar ring (an interaction that is
conserved in PcCel7D with Asp24845). Our processive motion
US simulations indicate that this is the most persistent
protein−carbohydrate hydrogen bond for the penultimate
glucosyl ring that fills the +1 site.
We also find another key interaction involving Asp259 that is

less obvious in the crystal structures: the carboxylate group of
Asp259 hydrogen bonds to the C3 hydroxyl of the sugar ring in
site +2 once the ligand is in Slide mode. Prior to this, Arg251
and Asp259 form a salt bridge (noted for the equivalent
residues in PcCel7D by Ubhayasekera et al.).45 Although the
side chain conformation tends to be different in PcCel7D than
in TrCel7A crystal structures, the flexibility of this arginine has
been noted,45 and the Arg guanido and Asp carboxylate groups
are within 3 Å of each other in various structures of
TrCel7A7,12,16 and PcCel7D.45 A computational study found
that mutating either of these residues resulted in weaker
binding of the cellobiose product.31 The R251A mutant gave
only slighter weaker binding by 1.3 kcal/mol (−14.4 versus
−13.1 kcal/mol), whereas the D259A mutant gave significantly
weaker binding by 8.4 kcal/mol (−14.4 versus −6.0 kcal/
mol).31

The structure of the enzyme was also examined during
processive motion to determine if any large-scale enzyme
motions correlate with processivity. We were unable to identify
behavior of this type that differed significantly from unre-
strained MD simulations of TrCel7A, suggesting that significant
structural changes do not occur in the enzyme during
processivity.
Catalytic Activation. The PMF for catalytic activation is

shown in Figure 4a. The barrier for catalytic activation
(formation of the Michaelis complex) is lower than the two
barriers for processive motion (Figure 3a) at 2.9 kcal/mol. The
Slide mode and Michaelis complex configurations are of
essentially equal stability with a ΔGr of −0.6 kcal/mol. The low
barrier and comparable stability are consistent with our
observation that an unrestrained MD simulation of the
Michaelis complex (PDB code 4C4C) spontaneously transi-
tioned to Slide mode on the time scale of 500 ns (from which
we extracted the starting configurations for catalytic activation
US).
It has been noted that when the reducing end of a cellulose

chain passes the catalytic center and enters the product binding
sites (i.e., during processive motion), it still has room for all of
the glucosyl rings to maintain a chair conformation.20,34,45 In
order for the nucleophile to access the anomeric carbon of the
−1 sugar, the chain must rotate and this sugar must be
distorted into a higher-energy nonchair configuration.20,34,45

The progression for this glucosyl ring distortion in the catalytic
activation US simulations is shown in Figure 4b.
The hydrogen bonds formed by the −1 glucosyl ring with the

enzyme are central to this rotation and ring distortion. In Slide
mode, the O6 hydroxyl at the −1 site hydrogen bonds with

nucleophile Glu212 (Figures 4c and S4a). This interaction is
present in the TrCel7A E212Q crystal structure with two
cellotetraose molecules (PDB code 5CEL), though the relevant
carboxylate oxygen is replaced by nitrogen.7 Further stabiliza-
tion is provided by intrachain hydrogen bonds from the +1 C3
hydroxyl to the −1 ring oxygen O5 and from the −1 C3
hydroxyl to the −2 ring oxygen O5 (Figures 4c and S4b).
Most of the interactions that stabilize the −1 sugar

conformation and orientation in Slide mode and the Michaelis
complex are lost midway along the transition (Figure 4d). Also,
the −1 ring pucker adopts a conformation that is midway
between 4C1 and

4H5 (Figure 4b).
In the Michaelis complex the −1 glucosyl ring is distorted

into a 4H5 half-chair conformation (Figure 4b,e). This
distortion is stabilized by hydrogen bonds to Asp173 (with
C3 hydroxyl), nucleophile Glu212 (with C2 hydroxyl), and
catalytic acid/base Glu217 (with the glycosidic oxygen and the
O5 ring oxygen), shown in Figure 4e and quantified in Figure
S4a. The nucleophile is further coordinated by Asp214 and
Ser174 (Figure S5), consistent with the interactions that are
present in the crystal structures.11,12 The hydrogen bonds made
by Glu212 with these two residues persist along the entire
catalytic activation process from Slide mode to the Michaelis
complex. The intrachain hydrogen bonds present in Slide mode
are completely lost in the Michaelis complex (Figure S4b).

Role of Aromatic Residues in Processivity. Lastly,
structural studies of GHs have noted the lining of substrate
binding tunnels with aromatic residues and hypothesized that
they facilitate carbohydrate processivity.7,11,33,46,47 We have
examined the role of these aromatic residues in processivity
across the US windows. The four primary aromatic residues
that interact with the substrate in TrCel7A (Trp38, Trp40,
Trp367, and Trp376) are shown to be quite stable even as the
ligand changes position substantially, throughout both proc-
essive motion (Figure 5a) and catalytic activation (Figure 5b).
In addition, our analysis indicates a relatively low and constant
interaction energy between aromatic residues and the substrate
(Figures 5c,d and S6). These dynamical indications of aromatic
stability are consistent with what has previously been shown
with static crystal structures. For example, TrCel7A structures
bound with a variety of ligands have shown a remarkable
consistency in the position of the tryptophan residues (Figure
5e,f), discussed further in the next section.

■ DISCUSSION AND CONCLUSIONS
In the present work, we have considered the steps of the
processive cycle of TrCel7A that occur in between product
expulsion and hydrolysis (Figure 2). We have termed the first
of these steps “processive motion”, wherein the cellulose chain
advances by one cellobiose unit, filling the product sites.
“Catalytic activation” follows, wherein the −1 sugar ring is
distorted into a nonchair conformation and rotates up into the
active site. Hydrolysis16,30 and product expulsion31,32 in
TrCel7A, as well as cellulose chain decrystallization,48,49 have
been considered previously. In what follows, we discuss our
findings for processive motion followed by catalytic activation,
relate these to previous work, and consider the potential scope
of their applicability in carbohydrate-active enzymes.
The rate-limiting step in the processive cycle of CBHs is still

a matter of debate. Decrystallization of a cellulose chain and its
processivity into the cellulase active site has been proposed as
the rate-limiting step in processive enzymatic hydrolysis and a
primary candidate for protein engineering efforts for producing
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cheaper biofuels.50,51 The rate constant for processive motion
has also been noted as an important and under-characterized
parameter that was recently suggested as the source of large

differences in enzymatic activity on different cellulose
polymorphs.51 For CBHs acting in isolation, it has been
found that the rate-limiting step is dissociation,23,24,26 but

Figure 5. The stability of key aromatic residues in crystal structures and during cellulose processivity. (a) The stability of the aromatic residues
during umbrella sampling simulations of processive motion and (b) catalytic activation. For (a) and (b), the cluster frequency for the aromatic
residues is once per umbrella sampling window; for the ligand, eight configurations are shown, evenly spaced along the process. (c) The van der
Waals and (d) electrostatic contributions of the interaction energy between the key tryptophan residues and the cellononaose chain during
processive motion. A similar analysis for the catalytic activation step is shown in Figure S6 (b) and (d). (e) Four tryptophan residues provide the
tunnel shape required for the cellulose chain to “twist” and become catalytically activated. The tryptophan residues shown are for TrCel7A structures
with PDB codes 3CEL (“primed” cellobiose20 in +1/+2),12 4CEL (apo),12 5CEL (two cellotetraose molecules in −7 to −4 and −2 to +2 analogous
to Slide mode),7 7CEL (cellohexaose in −7 to −2 and “unprimed” cellobiose20 in +1/+2),7 4C4C (Michaelis complex),16 and 4C4D (glycosyl−
enzyme intermediate).16 The protein “surface”, catalytic triad (yellow and red sticks), and the ligand (green and red sticks) are from the Michaelis
complex structure (PDB code 4C4C).16 (f) Despite considerable variability in substrate binding, the location of the aromatic residues in TrCel7A
crystal structures is remarkably consistent. The ligands and the tryptophans are for the same structures as in (e).
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processive velocity is limiting when EGs are present.52 A high-
speed AFM study comparing CBHs TrCel7A, PcCel7D, and
PcCel7C (with no EGs present) concluded that the rate-
limiting step in phosphoric acid-swollen cellulose degradation is
the processive cycle (including processive motion, hydrolysis,
and product expulsion) or dissociation based on the fact that
CBH velocity was on the same order of magnitude as the
hydrolytic activity and chain dissociation.19 However, with
crystalline cellulose, “picking up” a chain end was considered
rate-limiting based on the difference in CBH velocity for
cellulose IIII versus cellulose Iα, which differ primarily in the
number of free chain ends available.19

In the present work, we are not accounting for cellulose
decrystallization and thus are assuming that the processivity is
not greatly affected by the interaction of the protein with the
crystalline cellulose surface. The free energy required to
abstract a single cellobiose unit from the cellulose surface is
dependent upon the crystalline cellulose polymorph (Iα, Iβ, II,
IIII) and the chain location (edge, middle, or corner of the
crystal).48 This quantity ranges from 2.2 kcal/mol (cellulose II
edge chain) to 6.7 kcal/mol (cellulose Iβ middle chain); for a
corner chain in cellulose Iβ, this number drops to 3.4 kcal/
mol.48 Even if this figure were added to the processive motion
free energy barrier, this combined barrier would not approach
the barrier for glycosylation.16

It should be noted that precise barrier heights, free energy
differences, and molecular mechanisms require the elucidation
of an accurate reaction coordinate (via an unbiased simulation
technique such as transition path sampling53,54), which in turn
enables kinetically meaningful calculation of free energy barriers
and rates. However, neglecting differences in mobility along the
reaction coordinate,55,56 choosing any arbitrary path through a
free energy landscape that connects the reactant and product
basins (or even along a relevant, but unverified, choice of order
parameter) will require traversing a higher barrier than
progressing along the “true” reaction path (thus, the value in
finding the minimum free energy path57 for a process).
Therefore, the free energy barrier heights that we compute for

the processive motion and catalytic activation of TrCel7A (all
less than 4.2 kcal/mol) can be considered upper bounds on the
true barrier heights for these processes. In this way, we can
conclude that these barriers do not approach the magnitudes of
the hydrolytic barriers, which were computed along reaction
coordinates that were precisely determined with unbiased path
sampling and verified with the pB histogram test.16 This study
found the free energy barriers for glycosylation and
deglycosylation to be 15.5 and 11.6 kcal/mol, respectively
(Figure 6).16 This previous study also computed the kinetic
prefactors and reaction rate constants, and the rate constant for
glycosylation (the rate-limiting hydrolytic step) was shown16 to
be consistent with HS-AFM processive velocities.9

Jalak et al. have recently demonstrated that at optimal
substrate/enzyme loadings (and with EGs present) the rate-
limiting step in the overall processive cycle (including
association, initial chain threading, and dissociation20) is the
velocity of processive movement52 (which involves the steps
shown in Figure 2). Combined with past findings for cellulose
decrystallization,48,49 hydrolysis,16 and cellobiose product
expulsion31,32 (which has been previously ruled out as the
rate-limiting step in the processive cycle52), our findings here
suggest that with synergistic endolytic enzymes present, the
glycosylation reaction is the rate-limiting step in the enzymatic
degradation of cellulose by cellobiohydrolases (Figure 6).
Within the CBH processive cycle, the only step not shown in

Figure 6 is product expulsion. The most accurate computational
estimate to date for the work to remove the cellobiose product
from the +1/+2 sites is 11.2 kcal/mol.31 However, this
calculation may be an overestimate, given that the cellobiose
product was expelled directly from the “unprimed” position
(rather than the “primed”).20 This may reduce the work
required to expel the product. Regardless, with product
expulsion considered, the overall free energy change for the
processive cycle is expected to still be downhill, albeit smaller in
magnitude than −12.9 kcal/mol, as illustrated in Figure 6.
Our results indicate that the ligand-coordinating residues at

the product binding sites play a central role in processive

Figure 6. The free energy landscape of the hydrolytic/processive steps in TrCel7A. The barriers for glycosylation, product movement, and
deglycosylation were computed previously by Knott et al.;16 the barriers for the processive motion and catalytic activation are computed in the
present work. These barriers represent all of the key steps in the cellobiohydrolase processive cycle (in between adsorption and desorption) with the
exception of product expulsion, which has previously been experimentally ruled out as a rate-limiting factor in these enzymes.52 Because product
expulsion is not explicitly considered here, the overall free energy change for the processive cycle will not be as significant as illustrated.
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motion, and this is supported by past free energy studies. The
free energy change of −8.1 kcal/mol downhill we find for the
processive motion agrees well with the results of Payne et al.,
who found that filling all nine binding sites of TrCel7A was
favored by −11.1 ± 3.13 kcal/mol versus filling only the seven
on the “substrate” side of the binding tunnel.29 This figure is
also in agreement with a previous determination of cellobiose
binding in the product sites of TrCel7A by an independent
method, which calculated this quantity as −11.2 ± 0.6 kcal/
mol.31 Another significant consequence of this particularly
strong binding in the product sites is product inhibition, in
which the binding of reaction products glucose or cellobiose
retards the overall conversion rate of lignocellulose to
glucose.58 Dramatic differences in product inhibition between
TrCel7A WT, TrCel7A with “exo” loop deletion, and PcCel7D
were rationalized on the basis of different protein−carbohy-
drate interactions in the product sites, including Arg251.15 The
deletion mutant lacked this interaction, but PcCel7D maintains
it (Arg240 in PcCel7D). This results in product inhibition that
is significantly reduced for the deletion mutant, but only
moderately reduced for PcCel7D (due to the loss of other
interactions).15

Our results for the catalytic activation step warrant
comparison with past studies of the free energy landscape for
various ring puckering conformations of pyranose rings.21,59−61

We find a −1 puckering progression from 4C1 chair to
4H5 half-

chair (Figure 4b). In vacuum, the 4C1 → 4H5 transition has
been calculated as 8.4 kcal/mol uphill with high-level quantum
mechanics (QM).61 In the active site of TrCel7A, however, the
similar 4C1 →

4E transition has been calculated as −5.97 kcal/
mol downhill; the 4H3 conformation is 3.4 kcal/mol above the
4E conformation, thus the 4H3 is 2.57 kcal/mol more stable
than the 4C1 conformer.21 The latter figure was computed with
SCC-DFTB, which has been shown to be the most accurate of
the semiempirical QM methods for ring puckering.60

Carbohydrate−aromatic interactions are a ubiquitous motif
in all carbohydrate active enzymes,4 including GHs, carbohy-
drate-binding modules, and polysaccharide-synthesizing en-
zymes. In glycoside hydrolases in particular, these have been
considered important to carbohydrate processivity.7,11,46,47

Mutating aromatic residues in processive cellulases18,28,62,63

and chitinases64,65 essentially destroys their processive ability
and greatly diminishes catalytic activity on crystalline substrates,
but actually increases it on amorphous or soluble substrates.
Computational studies27,66,67 have revealed molecular details of
carbohydrate−aromatic interactions, indicating importance for
chain acquisition,27,28,66 product stabilization,66 priming the
substrate for catalysis via ring distortion,66 and stabilizing the
chain twist at the −2 subsite.7,67 Previous theoretical treatment
has indicated that carbohydrate−aromatic interactions in a
maltoporin balance the strong hydrogen bonds, giving a
smooth energy profile during processivity.68 TrCel7A crystal
structures suggest these interactions are nonspecific and
primarily provide a platform for the glucosyl rings to Slide
over.7 Consistent with this, we propose that the primary
function of these aromatic residues lining the binding tunnel is
for tunnel shape as the carbohydrate-π stacking4 “guides” the
polysaccharide through the binding tunnel and contorts the
chain to its catalytically primed state (Figure 5e).7 This
proposal is supported by the stability of these aromatic residues
in TrCel7A crystal structures (Figure 5e,f). This is in spite of
the fact that a wide variety of substrate poses have been
captured, indicating different stages of the processive cycle. As

noted above, aromatic stability is corroborated by our free
energy simulations along the processive cycle (Figure 5a,b). In
addition, the low interaction energy between aromatic residues
and the substrate (Figures 5c,d and S6) indicate that these
particular residues are not the primary “drivers” for forward
processive motion.
Sequence alignment of all GH7 CBHs and EGs with solved

crystal structures (7 CBHs11,69−74 and 3 EGs75−77) indicates
that the residues we have identified as important for processive
motion are extremely well-conserved within the CBHs, but
almost entirely absent in EGs (Figure S7). Arg 394 is found in
all GH7 CBHs with solved structures, but is replaced by alanine
in the three EGs. Asp259 is also found in all of these CBHs,
with the exception ofMelanocarpus albomyces Cel7B70 (where it
is replaced by asparagine). The three EGs have Asp259
replaced either by alanine (Fusarium oxysporum Cel7B77 and
TrCel7B75) or asparagine (Humicola insolens Cel7B76). The
three key residues for catalytic activation (Glu212, Glu217, and
Asp173) are completely conserved in all 10 enzymes. All GH7
CBHs with solved structures possess the four aromatic residues
discussed above (Trp38, Trp40, Trp367, Trp376). The latter
two of these (those on either side of the active site) are also
present in the three EGs. The former two, however, are
modified in the EGs. Trp38 and Trp40 are missing in FoCel7B
and HinCel7B, though TrCel7B maintains aromatic inter-
actions at both sites (Trp40 and Tyr38). Functionally, the
intrinsic processivity of CBHs is much higher than that of
EGs,23 but GH7 CBHs and EGs employ a common catalytic
mechanism.78 Overall, the fact that residues important to
processive motion are well-conserved in only CBHs, but those
important for catalytic activation are also conserved in EGs is
consistent with their well-established functional differences.
The kinetics of processivity that we have studied here in the

context of a model cellobiohydrolase have implications for
processivity in polysaccharide-active enzymes of wide-ranging
functions and substrates, including DNA glycosylases79 and
endonucleases80 that “scan” DNA looking for damage, helicases
that separate the hydrogen-bonded double helix of DNA or
RNA by coupling a chemical reaction (ATP hydrolysis) with
directional movement along their polymeric substrate,81

enzymes that degrade hyaluronan,82 chitin,64 cellulose,9

DNA,83 RNA,84 proteins,85 and peptidoglycan86 as well as the
enzymes that synthesize them.5,87−90 While these enzymes
certainly employ a diversity of mechanisms, common motifs
emerge, including the role of tunnel shape and substrate
enclosure for processivity, and the role of specific chemical
(particularly electrostatic) interactions with the protein residues
lining the tunnel for processivity.3 One notable example of this
is the recently solved structure of the Rhodobacter sphaeroides
cellulose synthase that couples a chemical reaction (glycosyl
transfer) with translocation of cellulose across the cell wall.5

The binding tunnel accommodates 10 glucosyl rings and is
lined with large aromatic residues and polar residues that
interact directly with the hydroxyl groups of the glucan
chain.5,91 This supports the idea that the findings we have
presented here regarding the processive cycle of a cellobiohy-
drolase, and the protein motifs that drive it, may well have
broad relevance across many classes of enzymes.
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